
6.1 Estimating with Confidence 

 

 



 

 
 



 

 

 



 

 

 



 

 

 
 

 

 

 

 

 

 

 

 

 



 

 



 

 



 

 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



6.2 Tests of Significance 

 

 
 

 

 

 

 

 

 

 

 

 

 



 

 

 
 

 

 

 

 

 



 

 

 



STATISTICAL SIGNIFICANCE 

 
 

“Significant” in the statistical sense does not mean “important.” The original meaning of the 

word is “signifying something.” In statistics, the term is used to indicate only that the evidence 

against the null hypothesis has reached the standard set by α. For example, significance at level 

0.01 is often expressed by the statement “The results were significant (P < 0.01).” Here, P 

stands for the P-value. The P-value is more informative than a statement of significance because 

we can then assess significance at any level we choose. For example, a result with P = 0.03 is 

significant at the α = 0.05 level but is not significant at the α = 0.01 level. We discuss this in 

more detail at the end of this section. 

 

 

 



 

 
 

A test of significance is a process for assessing the significance of the evidence provided by 

data against a null hypothesis. The four steps common to all tests of significance are as follows: 

 
 

 



 

 

 
 

 

 

 

 

 

 



 

 

 



 

 

 



 

 

 
 

 

 

 

 



 

 

 
 

 

 

 

 

 

 

 



 

 

 



 

 
 



 

 
 

 
6.3 Use and Abuse of Tests 

 
 

6.4 Power and Inference as a Decision 

 

 
 

 

 



 

 
 

 

 



 

 
 

 

 

 

 

 

 

 

 

 

 

 



 

 

 


