
4.1 Randomness 

A random phenomenon has outcomes that we cannot predict but that nonetheless have 

a regular distribution in very many repetitions. 

The probability of an event is the proportion of times the event occurs in many repeated 

trials of a random phenomenon. 

Trials are independent if the outcome of one trial does not influence the outcome of any 

other trial. 

4.2 Probability Models 

SAMPLE SPACE 

The sample space S of a random phenomenon is the set of all possible outcomes. 

 

 

 

 

 



4.3 Random Variables 

 

 

Normal distributions as probability distributions 

EXAMPLE 4.26 

Texting while driving. Texting while driving can be dangerous, but young people want 

to remain connected. Suppose that 26% of teen drivers text while driving. If we take a 

sample of 500 teen drivers, what percent would we expect to say that they text while 

driving?11 

The proportion p = 0.26 is a number that describes the population of teen drivers. 

The proportion p̂ of the sample who say that they text while driving is used to estimate 

p. The proportion p̂ is a random variable because repeating the SRS would give a 

different sample of 500 teen drivers and a different value of p̂. 

We will see in the next chapter that in this setting, with teen drivers answering 

honestly, p̂ has approximately the N(0.26, 0.0196) distribution. The mean 0.26 of this 

distribution is the same as the population proportion because p̂ is an unbiased estimate 

of p. The standard deviation is controlled mainly by the size of the sample. 

What is the probability that the survey result differs from the truth about the 

population by no more than 3 percentage points? We can use what we learned about 

Normal distribution calculations to answer this question. Because p = 0.26, the survey 

misses by no more than 3 percentage points if the sample proportion is between 0.23 

and 0.29. 
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SECTION 4.3 SUMMARY 

A random variable is a variable taking numerical values determined by the outcome of 

a random phenomenon. The probability distribution of a random variable X tells us 

what the possible values of X are and how probabilities are assigned to those values. 

A random variable X and its distribution can be discrete or continuous. 

A discrete random variable has possible values that can be given in an ordered list. The 

probability distribution assigns each of these values a probability between 0 and 1 such 

that the sum of all the probabilities is exactly 1. The probability of any event is the sum 

of the probabilities of all the values that make up the event. 

A continuous random variable takes all values in some interval of numbers. A density 

curve describes the probability distribution of a continuous random variable. The 

probability of any event is the area under the curve and above the values that make up 

the event. 

Uniform distributions are continuous probability distributions that are very similar to 

equally likely discrete distributions. 

Normal distributions are one type of continuous probability distribution. 

You can picture a probability distribution by drawing a probability histogram in the 

discrete case or by graphing the density curve in the continuous case. 

 

 

 



4.4 Means and Variances of Random Variables 

 

 

 

 



 

 

 

 



 

 

4.5 General Probability Rules 

 

 



 

 

 

 

 



 

 

 



 

 



 

 



 

 

 

 


