
Chapter 1: 

 

Cases are the objects described by a set of data. Cases may be customers, companies, 

subjects in a study, units in an experiment, or other objects. 

 

A label is a special variable used in some data sets to distinguish the different cases. 

 

A variable is a characteristic of a case. 

 

Different cases can have different values of the variables. 

 

A categorical variable places a case into one of several groups or categories. 

 

A quantitative variable takes numerical values for which arithmetic operations such 

as adding and averaging make sense. 

 

Categorical variables: Bar graphs and pie charts 

distribution of a categorical variable 

count percent proportion 

The values of a categorical variable are labels for the categories, such as “yes” and “no.” 

The distribution of a categorical variable lists the categories and gives either the count 

or the percent of cases that fall in each category. An alternative to the percent is the 

proportion, the count divided by the sum of the counts. Note that the percent is simply 

the proportion times 100. 

 

You should always consider the best way to order the values of the categorical variable 

in a bar graph. Note that a bar graph using counts will look the same as a bar graph 

using percents. A pie chart naturally uses percents. 

 

To make a pie chart, you must include all the categories that make up a whole. A 

category such as “Other” in this example can be used, but the sum of the percents for 

all the categories should be 100%. This constraint makes bar graphs more flexible. 

 

Quantitative variables: Stemplots and histograms 

A stemplot (also called a stem-and-leaf plot) gives a quick picture of the shape of a 

distribution while including the actual numerical values in the graph. Stemplots work 

best for small numbers of observations that are all greater than 0. Stemplots display the 

actual values of the observations. This feature makes stemplots awkward for large data 

sets. Moreover, the picture presented by a stemplot divides the observations into groups 

(stems) determined by the number system rather than by judgment. 

 

Histograms do not have these limitations. A histogram breaks the range of values of a 

variable into classes and displays only the count or percent of the observations that fall 

into each class. You can choose any convenient number of classes, but you should 



choose classes of equal width. Making a histogram by hand requires more work than a 

stemplot. Histograms do not display the actual values observed. For these reasons, we 

prefer stemplots for small data sets. 

 

Although histograms resemble bar graphs, their details and uses are distinct. A 

histogram shows the distribution of counts or percents among the values of a single 

variable. A bar graph compares the counts or percents of different items. The horizontal 

axis of a bar graph need not have any measurement scale but simply identifies the items 

being compared. 

 

In any graph of data, look for the overall pattern and for striking deviations from that 

pattern. You can describe the overall pattern of a distribution by its shape, center, and 

spread. An important kind of deviation is an outlier, an individual value that falls 

outside the overall pattern. 

 

For now, we can describe the center of a distribution by its midpoint, the value with 

roughly half the observations taking smaller values and half taking larger values.  

 

We can describe the spread of a distribution by giving the smallest and largest values.  

 

Stemplots and histograms display the shape of a distribution in the same way. Just 

imagine a stemplot turned on its side so that the larger values lie to the right. 

 

Some things to look for in describing shape are: 

(1) modes unimodal 

Does the distribution have one or several major peaks, called modes? A distribution 

with one major peak is called unimodal. 

(2) symmetric skewed 

Is it approximately symmetric or is it skewed in one direction? A distribution is 

symmetric if the pattern of values smaller and larger than its midpoint are mirror images 

of each other. It is skewed to the right if the right tail (larger values) is much longer 

than the left tail (smaller values). 

 

 

 

 

 

 

 

 

 

 

 

 



Example: 

 

 
 

Shape: The distribution is roughly symmetric with a single peak in the center. We don’t 

expect real data to be perfectly symmetric, so in judging symmetry, we are satisfied if 

the two sides of the histogram are roughly similar in shape and extent. 

 

Center: You can see from the histogram that the midpoint is not far from 110. Looking 

at the actual data shows that the midpoint is 114. 

 

Spread: The histogram has a spread from 75 to 155. Looking at the actual data shows 

that the spread is from 81 to 145. There are no outliers or other strong deviations from 

the symmetric, unimodal pattern. 

 

Example: 

 
Figure 1.8 

 

The distribution of call lengths in Figure 1.8, on the other hand, is strongly skewed to 

the right. (Asmy a droite) The midpoint, the length of a typical call, is about 115 

seconds, or just under 2 minutes. The spread is very large, from 1 second to 28,739 

seconds. 

 

The longest few calls are outliers. They stand apart from the long right tail of the 

distribution, though we can’t see this from Figure 1.8, which omits the largest 

observations. The longest call lasted almost 8 hours—that may well be due to 

equipment failure rather than an actual customer call. 



Dealing with outliers 

College students. How does the number of undergraduate college students vary by state? 

Figure 1.9 is a histogram of the numbers of undergraduate students in each of the 

states.6 Notice that more than 50% of the states are included in the first bar of the 

histogram. These states have fewer than 300,000 undergraduates. The next bar includes 

another 30% of the states. These have between 300,000 and 600,000 students. The bar 

at the far right of the histogram corresponds to the state of California, which has 

2,685,893 undergraduates. California certainly stands apart from the other states for 

this variable. It is an outlier. 

 
College students per 1000.  

To account for the fact that there is large variation in the populations of the states, for 

each state we divide the number of undergraduate students by the population and then 

multiply by 1000. This gives the undergraduate college enrollment expressed as the 

number of students per 1000 people in each state. Figure 1.10 gives a stemplot of the 

distribution. California has 60 undergraduate students per 1000 people. This is one of 

the higher values in the distribution, but it is clearly not an outlier. 

 
If you are interested in marketing a product to undergraduate students, the unadjusted 

numbers would be of interest because you want to reach the most people. On the other 

hand, if you are interested in comparing states with respect to how well they provide 

opportunities for higher education to their residents, the population-adjusted values 

would be more suitable. Always think about why you are doing a statistical analysis, 

and this will guide you in choosing an appropriate analytic strategy.  

 

 

 

 

 

 



TIME PLOT 

Whenever data are collected over time, it is a good idea to plot the observations in 

time order. Displays of the distribution of a variable that ignore time order, such as 

stemplots and histograms, can be misleading when there is systematic change over 

time. 

 

A time plot of a variable plots each observation against the time at which it was 

measured. Always put time on the horizontal scale of your plot and the variable you 

are measuring on the vertical scale. 

 

THE MEAN  

Numerical description of a distribution begins with a measure of its center or average. 

The two common measures of center are the mean and the median. The mean is the 

“average value” and the median is the “middle value.” These are two different ideas 

for “center,” and the two measures behave differently. We need precise recipes for the 

mean and the median. 

 

 
 

The mean is sensitive to the influence of a few extreme observations. These may be 

outliers, but a skewed distribution that has no outliers will also pull the mean toward 

its long tail. Because the mean cannot resist the influence of extreme observations, we 

say that it is not a resistant measure of center. 

 

A measure that is resistant does more than limit the influence of outliers. Its value 

does not respond strongly to changes in a few observations, no matter how large those 

changes may be. The mean fails this requirement because we can make the mean as 

large as we wish by making a large enough increase in just one observation. A 

resistant measure is sometimes called a robust measure. 

 

 

 

 

 

 

 

 



THE MEDIAN 

 

 
 

The mean and median of a symmetric distribution are close together. If the 

distribution is exactly symmetric, the mean and median are exactly the same. In a 

skewed distribution, the mean is farther out in the long tail than is the median. 

 

Measuring spread: The quartiles 

We are interested in the spread or variability of incomes and drug potencies as well as 

their centers. The simplest useful numerical description of a distribution consists of 

both a measure of center and a measure of spread. 

 

QUARTILE 

We can describe the spread or variability of a distribution by giving several 

percentiles. The median divides the data in two; half of the observations are above the 

median and half are below the median. We could call the median the 50th percentile. 

The upper quartile is the median of the upper half of the data. Similarly, the lower 

quartile is the median of the lower half of the data. With the median, the 

quartiles divide the data into four equal parts; 25% of the data are in each part. 

 

PERCENTILE 

We can do a similar calculation for any percent. The pth percentile of a distribution is 

the value that has p percent of the observations fall at or below it. To calculate a 

percentile, arrange the observations in increasing order and count up the required 

percent from the bottom of the list. 

 

Our definition of percentiles is a bit inexact because there is not always a value with 

exactly p percent of the data at or below it. We will be content to take the nearest 

observation for most percentiles, but the quartiles are important enough to require an 



exact rule. 

 

 

 
 

The five-number summary leads to another visual representation of a 

distribution, the boxplot. 

 
 

 

 

 

 

 

 

 

 

 



Example: 

 

 
 

 
The quartiles and the IQR are not affected by changes in either tail of the distribution. 

They are resistant, therefore, because changes in a few data points have no further 

effect once these points move outside the quartiles. 

 

However, no single numerical measure of spread, such as IQR, is very useful for 

describing skewed distributions. The two sides of a skewed distribution have different 

spreads, so one number can’t summarize them. We can often detect skewness from 



the five-number summary by comparing how far the first quartile and the minimum 

are from the median (left tail) with how far the third quartile and the maximum are 

from the median (right tail). The interquartile range is mainly used as the basis for a 

rule of thumb for identifying suspected outliers. 

 

 
 

MODIFIED BOXPLOT 

Two variations on the basic boxplot can be very useful. The first, called a modified 

boxplot, uses the 1.5 × IQR rule. The lines that extend out from the quartiles are 

terminated in whiskers that are 1.5 × IQR in length. Points beyond the whiskers are 

plotted individually and are classified as outliers according to the 1.5 × IQR rule. 

 

SIDE-BY-SIDE BOXPLOTS 

The other variation is to use two or more boxplots in the same graph to compare 

groups measured on the same variable. These are called side-by-side boxplots. The 

following example illustrates these two variations. 

 

Measuring spread: The standard deviation 

The five-number summary is not the most common numerical description of a 

distribution. That distinction belongs to the combination of the mean to measure 

center and the standard deviation to measure spread, or variability. The standard 

deviation measures spread by looking at how far the observations are from their mean. 

 

 
 



 

 

 

 



 

 

 
 

NORMAL DISTRIBUTIONS 

Normal curves 

Normal distributions 

These density curves are symmetric, unimodal, and bell-shaped. They are called 

Normal curves, and they describe Normal distributions. All Normal distributions have 

the same overall shape. 

 

The exact density curve for a particular Normal distribution is specified by giving the 

distribution’s mean µ and its standard deviation σ. The mean is located at the 

center of the symmetric curve and is the same as the median. Changing µ without 

changing σ moves the Normal curve along the horizontal axis without changing its 

spread. 



The standard deviation s controls the spread of a Normal curve. Figure 1.24 shows 

two Normal curves with different values of σ. The curve with the larger standard 

deviation is more spread out. 

 
 

The standard deviation σ is the natural measure of spread for Normal distributions. 

Not only do µ and σ completely determine the shape of a Normal curve, but we can 

locate σ by eye on the curve. Here’s how. As we move out in either direction from the 

center µ, the curve changes from falling ever more steeply. 

 

 

 

 



 

 
 

STANDARDIZING OBSERVATIONS 

As the 68–95–99.7 rule suggests, all Normal distributions share many properties. In 

fact, all Normal distributions are the same if we measure in units of size σ about the 

mean µ as center. Changing to these units is called standardizing. To standardize a 

value, subtract the mean of the distribution and then divide by the standard deviation. 

 
A z-score tells us how many standard deviations the original observation falls away 

from the mean, and in which direction. Observations larger than the mean are 

positive when standardized, and observations smaller than the mean are 

negative. 

 



 

 
 

 

 

 

 

 



Example: 

We assume that the distribution of the combined Critical Reading and Mathematics 

scores is approximately Normal with mean 1010 and standard deviation 225. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



TABLE A 

 

 



 
 

 

 



 
 

Example: 

 



 

 



 

 

 

 



 
 


